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Modern storage systems intensively utilize data prefetching
algorithms while processing sequences of the read requests. Performance
of the prefetching algorithm (for instance increase of the cache hit
ratio of the cache system — CHR) directly affects overall performance
characteristics of the storage system (read latency, IOPS, etc.).

There are widely known prefetching algorithms [1, 3| that are focused
on the discovery of the sequential patterns in the stream of requests. This
study examines a family of prefetching algorithms that is focused on
mining of the pseudo random (sporadic) patterns between read requests
— sporadic prefetching algorithms. The key contribution of this paper is
that it discovers a new, lightweight family of distance-based sporadic
prefetching algorithms (DBSP) that outperforms the best previously
known results on MSR traces collection.Another important contribution
of this paper is a thorough description of the procedure for comparing
the performance of sporadic prefetchers.

The key performance characteristics of data storage systems are
latency and IOPS. The latency is the total delay between the arrival of
the input read/write request and receiving data requested by the host.
IOPS value is the number of Input/Output operations per second.

Comparing prefetching algorithms with each other is a non-
trivial task. Various methodologies for comparison of the prefechers
were proposed in other works [1, 2, 4]. Unfortunately, comparison
methodologies provided in these works lack many important details.
For example, which datasets and algorithm parameters were used and
other important particulars. In this paper, we will try to eliminate
this drawback and present a detailed description of the methodology
of comparing sporadic prefetching algorithms.

An appropriate algorithm was found for comparative analysis, which
also targets sporadic data streams. Mithril [2] is currently one of the
best known prefetching algorithms focused on the sporadic read request
sequences. We consider this algorithm as a main baseline for comparison.

1



Texymas ceknus

The key contributions of the paper are:

e Firstly, this paper introduces the new family of read prefetching
algorithms — Distance Based Sporadic Prefetcher (DBSP). These
algorithms after optimization of its parameters on MSR traces [3]
collection succeeds to overcome Mithtil algorithm near 2% in terms
of CHR and 3% in terms of the Precision.

e The second, in this paper, we introduce the detailed methodology
for evaluating the quality of the prefetching algorithms.
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