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В ответ на потребность в детализированном аспектном анализе тональности текста и на проблемы, связанные с задачей выделения эмоционально окрашенных триплетов из текста (ASTE) [1], например, невозможность точного извлечения аспекта слова и его тональности и трудность в определении связи "Один ко многим", была предложена модель анализа тональности на основе аспектов, которая объединяет механизм биаффинного внимания и графовую конволюционную сеть (GCN) [2].

Модель состоит из двух основных частей: извлечение лингвистических признаков эмоционально окрашенной лексики и извлечение триплетов (термина аспекта, термина мнения, полярности настроения). При извлечении лингвистических признаков в основном используется предварительно обученная модель BERT, а в обучающую информацию вводятся маркированные слова "аспекта" и "мнения", которые служат в качестве подсказок и акцентов для BERT.

При извлечении триплетов способность модели обрабатывать дальние зависимости и точно отражать взаимозависимые отношения между парами слов повышается за счет использования модулей Bi-LSTM и биаффинных модулей внимания. Кроме того, в модель интегрированы различные техники, включая многоканальные графовые конволюционные сети (GCN).

Эксперименты на общедоступных наборах данных показали, что предложенная нами модель превосходит существующие базовые методы по показателям точности, полноты и F1-меры, демонстрируя значительное улучшение производительности при ограниченном объеме обучающих данных. Данная работа предлагает новое решение для задач детализированного аспектного анализа тональности текста, однако распознавание неявных аспектов эмоционально окрашенной лексики остается важным направлением для будущих исследований.
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