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Квантовые вычисления представляют собой одну из наиболее перспективных современных технологий, способных изменить подход к решению сложных вычислительных задач. В последние годы вариационные квантовые алгоритмы (ВКА) вызвали большой интерес благодаря своей способности эффективно использовать квантовые ресурсы для задач оптимизации, машинного обучения и квантовой химии. Эти алгоритмы комбинируют классические и квантовые подходы, что позволяет им адаптироваться к различным задачам и демонстрировать конкурентоспособные результаты по сравнению с традиционными алгоритмами. Несмотря на значительный прогресс в этой области, остаются нерешенные вопросы, касающиеся эффективности и практического применения ВКА. Одна из главных сложностей связана с необходимостью точной настройки вариационных параметров и выбора подходящей архитектуры квантовых схем, что требует значительных вычислительных ресурсов и времени.

Известно, что ландшафт целевой функции в ВКА зачастую либо обладает большим количеством локальных минимумов, либо так называемым «мертвым» плато. В данной работе был разработан и протестирован алгоритм оптимизации целевой функции ВКА на основе внедрения шума в квантовую цепь, который трансформирует ландшафт целевой функции (рис. 1), улучшая сходимость к глобальному минимуму. С точки зрения функции потерь, подход с введением шума эквивалентен регуляризации старших коэффициентов её Фурье-представления, которые, как предполагается, ответственны за высокую плотность локальных минимумов в ландшафте. Мы протестировали предложенный подход на игрушечной модели, квантовой свёрточной нейронной сети, а также на модели случайных полей Вишарта, к которой сходятся по распределению некоторые классы ВКА. Проведённые эксперименты показывают улучшение сходимости алгоритма оптимизации, основанного на внедрении шума, по сравнению с классическим подходом по таким метрикам, как точность классификации для квантовой свёрточной нейронной сети (прирост на 10–20%) и доля решений левее 5-го перцентиля для модели Вишарта (прирост с 5% до 15%).

***Рис. 1.*** Ландшафт функции потерь до (a) и после (b) добавления шума
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