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Одна из главных проблем ИИ — ограниченность вычислительных ресурсов, так как обучение современных моделей может занимать недели [1]. Производительность увеличивается с количеством параметров [3], что требует роста вычислительных мощностей для дальнейшего прогресса.

Проблемы высокого энергопотребления и масштабируемости нейронных сетей становятся более актуальными в области, связанной с ИИ. Одно из решений —технологии, альтернативные классической микроэлектронике, в том числе, фотонные вычисления.

Устройства, построенные на базе фотоники позволяют производить вычисления, связанные с задачами ИИ, быстрее и с большей энергоэффективностью, чем устройства в основе которых лежит микроэлектроника [5]. Данные устройства также обладают потенциалом для упрощения производственного процесса, поскольку их изготовление не требует применения литографии с высоким разрешением на уровне единиц или десятков нанометров. Системы, в основе которых лежит фотоника, обладают высокой параллельностью, что позволяет быстро, относительно микроэлектроники, производить вычисления матриц больших размерностей [5].

Однако у фотонных вычислителей есть ограничения, включая способность фотоники работать с меньшими размерностями по сравнению с электроникой. Поэтому важной задачей является оценка разрядности данных, которую может обеспечить такой аппаратный ускоритель. Для оценки разрядности нужно учитывать оптические потери и уровень шумов, зависящих от длины оптического пути. Предлагается оценить эти параметры на основе потерь на наиболее длинном пути распространения света. Зная потери в цепи и характеристики шума компонентов (например, лазера и детектора), можно вычислить отношение сигнал/шум и нелинейные искажения (SINAD).

Это позволяет определить эффективное количество бит (ENOB), которое оценивает глубину битности системы. ENOB зависит от SINAD и рассчитывается по формуле$: ENOB=\frac{SINAD-1.76 dB}{6.02}$ [4].

В работе рассматриваются 2 архитектуры сопроцессора на основе интегральной фотоники, с помощью которых, можно производить векторно-матричное умножение: SVD-архитектура и Crossbar архитектура.

*Рис1. Схема Crossbar и SVD на фотонно-интегральной схеме.*

В архитектуре Crossbar векторные входные данные умножаются на элементы матрицы, после чего результаты суммируются посредством интерференции световых волн [6]. Архитектуры на основе сингулярного разложения матрицы (SVD) используют разложение целевой матрицы любых вещественных значений на 2 унитарные и 1 диагональную матрицы для выполнения вычислений [2]. Такую архитектуру также называют архитектурой Клементса в честь автора статьи, который впервые ее предложил. Потери в схеме складываются из cуммы потерь на каждом элементе схемы на самом длинном пути.

Максимальный размер ядра зависит не только от архитектуры, но и от используемых компонентов, таких как фазовые модуляторы, материал волноводов, ЦАП/АЦП и др. Для значений вектора с размерностью *N*>32, обрабатываемых за один такт фотонным сопроцессором, увеличение оптических потерь становится ограничивающим фактором, снижающим разрядность. Для улучшения масштабируемости и производительности необходимо совершенствование архитектуры и компонентов.



*Рис 2*. *Зависимость эффективного числа бит (ENOB) от размера ядра (core size) для архитектур Клементса (Clements) и кроссбар (crossbar).*

Таким образом, современные задачи в области машинного обучения и ИИ требуют значительных вычислительных мощностей и энергии, что делает проблему энергозатрат и масштабируемости особенно актуальной. Архитектуры, такие как SVD и Crossbar, показывают перспективы в умножении матриц, однако их эффективность ограничена потерями в системе, которые растут с увеличением размера матриц. Оптимизация компонентов фотонной интегральной схемы и оптимизация архитектуры необходимы для повышения производительности и точности вычислений.
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